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Who am I?

• MSc and PhD in Discrete Mathematics from 
Eindhoven University of Technology 
– Topic: Discrete Mathematics

• 10 years senior policy maker in cryptology at y p y yp gy
the Netherlands National Communication 
Security Agency (NLNCSA)



Who am I?

• Started at HiG in July 2005 y
– 7/2005-6/2008: PostDoc

Authentication in a health service environment
– 7/2008-now: Ass.Prof.
– 7/2009-now: Head of NISlab
– Since 2006 teaching course in Authentication– Since 2006 teaching course in Authentication

First at MSc level
Now also at PhD level



Who am I?

• Expert in behavioural biometrics, in particular:p , p
– Gait Recognition
– Keystroke Dynamics

• Supervision of 
– 1 PhD student in Gait Recognition
– Many MSc students in Gait Recognition and Keystroke 

DynamicsDynamics
– Hopefully soon 2 more PhD students (1 in Gait 

Recognition and 1 in Keystroke Dynamics)



This presentation is...

• … a condensed version of the Authentication 
Course

• But it is hard to press 6 weeks of teaching into 
3 hours
– Specially if some topics are treated more extensively
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What is authentication?

• Wikipedia:p
Authentication is the act of confirming the 
truth of an attribute of a datum or entity. This 
might involve confirming the identity of a 
person.



What is authentication?

• Webopedia:p
The process of identifying an individual, 
usually based on a username and password. 
In security systems, authentication is distinct 
from authorization, which is the process of 

i i i di id l t t bj tgiving individuals access to system objects 
based on their identity. Authentication 
merely ensures that the individual is whomerely ensures that the individual is who 
he or she claims to be, but says nothing 
about the access rights of the individual.g



Authentication versus 
identificationidentification

• Authentication:
– By authentication we mean verification of a claimed 

identity
– For example: username (claimed identity) and 

password (proof of ownership)

• Identification
– By identification we mean establishing an identityy g y
– For example recognizing friends by faces or voice



Authentication versus 
identificationidentification

• Authentication:
– Identity is provided
– Is he/she really who he/she claims to be?
– One-on-one verification

Id tifi ti• Identification
– No identity is provided

Who is he/she?– Who is he/she?
– One-to-many verification



General authentication process

• Two stages:g
1. Enrollment (1 time):

User needs to be “entered” into the system
UserID and “proof” is stored in a databaseUserID and proof” is stored in a database

2. Authentication (many times):
User provides UserID and “proof” to verifier
Verifier can check if “proof” in database and provided 
“proof” match
In case of match: Access grantedg
In case of no match: Access denied



Authentication factors

• Three different authentication factors:

1. Something we know
Secret that only you know, e.g. password, PIN code

2. Something we have
Something only you posses, e.g. token, smartcard,Something only you posses, e.g. token, smartcard, 
key

3. Something you are
Some biometric propert e g fingerprint signat reSome biometric property, e.g. fingerprint, signature, 
face, iris,… 



Positive versus negative 
recognitionrecognition

• Positive recognition:g
To prevent multiple people from using the 
same identity

• Negative recognition:
To prevent one person from using multiple 
identities
Only possible with biometrics, we cannot 
prove that we do not know passwordprove that we do not know password





Static versus continuous 
authenticationauthentication

• Static Authentication:
– Authentication process at the beginning of a session
– Using (mostly) fixed information
– “Binary” decision: access granted or denied

C ti A th ti ti• Continuous Authentication
– Checking genuineness of current user during a 

sessionsession
– Generally not using fixed information
– Can be Multi Level Security



What authentication method is 
best?best?

• Username / password?p
– Easy to use, easy to break if not used correctly, can 

be forgotten

• Token?
– Easy to use, expensive in use and for replacement, 

can be forgottencan be forgotten

• Biometrics?
– Easy to use expensive equipment difficult to replaceEasy to use, expensive equipment, difficult to replace, 

can not be forgotten



What authentication method is 
best?best?

• Use of password to get access to building?p g g
• Use of DNA to get access to PC?
• Use of retina scan for access to parking lot?Use of retina scan for access to parking lot?

• Use of voice recognition for mobile banking?• Use of voice recognition for mobile banking?
• Use of contactless token for access to 

building?building?
• Use of fingerprint to get access to PC?
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What is a “password”?

• Password
– A string of characters: A,B,C,…,d,e,f,…,1,2,3,…,!,”,@,…

• PIN code
– A string of numbers

• Passphrase:
– A sentence



What is a “password”?

• Associate or cognitive passwordsg p
– Answers to questions
– Associate, cue words

black:white , strawberry:blueberry , dad:mum , day:night
– Cognitive

What is your second name? How many cats do you at s you seco d a e o a y cats do you
have? Which food do you like best?

• Pass face, pass images
– It is easier to recognize then to remember



Pass faces / pass images

• Enrollment:
Remember a set of selected or given images

• Authentication:
Enrollment images are hidden within set of 
images
Multiple challenges
Size of challenge can vary
Number of correct images per challenge canNumber of correct images per challenge can 
vary



Passfaces

• Online demo
• 3x3 grid, 1 face per grid
• 3 grids3 grids
• Faces given, not freely

selectableselectable
• Enrolled in 2006
• Authentication once or• Authentication once or 

twice per year
• Never fails!Never fails!



Password space

• S is set of all passwordsp
• Size of S is s
• Examples:Examples:

– 4 digit PIN code: s = 104

– 6 character password: ??
• s = 266

• s = 526

• s = 626

• s = 946

• Need to define question correctly!



Entropy

• Entropy is a measurement of randomnesspy
• Describes the number of bits needed to 

describe all the members of S
• Entropy directly related to the amount of work 

in a brute-force attack
• In formula:

– h = log2(s)

• Assumption: all passwords are equally likely



Entropy

• Assume S = {S1, S2, …, Ss}{ 1, 2, , s}
• Probability for password Si is pi

• Sum of pi values equals 1!Sum of pi values equals 1!

• h = p log (p ) p log (p ) p log (p )• h = -p1log2(p1)  - p2log2(p2) - … - pslog2(ps)

Exercise: prove that two definitions of entropy• Exercise: prove that two definitions of entropy 
are consistent 



Example entropy

• 4 digit PIN codeg
– Randomly assigned: h = 13.3
– Half of people choose a “date like” PIN code

366 possible choices for half of people
9634 possible choice for other half
Entropy: h = 11.9 (exercise)
Approximately 3 times faster to break



What is a good password?

• Hard to guess: do not use names or other g
personal information

• Easy to remember: No need to write down or y
share

• Are people capable to create good 
passwords?



Are passwords all that??

• 32M passwords stolen from social networking p g
website RockYou
– Almost 50% has at most 7 characters
– Almost 60% uses 1 type of characters
– Only 3.8% uses special characters

N l 50% l d di ti d– Nearly 50% uses names, slang words, dictionary words 
or trivial passwords

• Password top 3:Password top 3: 
123456
1234512345
123456789



Are passwords all that??

• Password top 10: p
123456, 12345, 123456789, Password, 
iloveyou, princess, rockyou, 1234567, y , p , y , ,
12345678, abc123

• Password top 11-20: p
Nicole, Daniel, babygirl, monkey, 
Jessica, Lovely, michael, Ashley, y y
654321, Qwerty



Are passwords all that??

• People are not capable of creating secure 
passwords!passwords!
– Or they forget them often



Are passwords all that??

S ti it i th t !• Sometimes it is the system!



To NOT do list

• PW based on user account name or personal p
data

• PW based on dictionary wordy
– Even when reversed, replaced letters by numbers or 

control characters, capitals
E h ddi “i ” “ ” b– Even when adding “ing” or “s” or number

• PW which form patterns on keyboard
PW hi h i t l f b• PW which consists only of numbers



To do list

• At least 8 characters longg
• Mixture of letters, capitals, numbers and/or 

special characters (at least 3 of these)p ( )
• “Welcome42” is 

– Long enough g g
– Has characters from three groups
– And is NOT secure!

• To NOT do list is equally important as To do list
• Use “random” passwords



The password problem

• We have a limited memory:y
– We can only remember 7±2 totally random symbols

• Even more problems:
– We have many passwords
– We need to change passwords regularly



How can we solve the password 
problem?problem?

• Use of passphrases:p p
– Yesterday I watched a nice program on television
– YIwanpot or Y1w@np0t

• Use events on news or personal events when 
f d t h l lforced to change regularly



Be aware?

• Don’t use “known” sentences
– It’s elementary, my dear Watson
– Luke, I’m your father
– Beam me up, Scotty
– Every breath you take and every move you make

First it is slightly cheaper; and secondly it has the– First, it is slightly cheaper; and secondly it has the 
words DON’T PANIC inscribed in large friendly letters 
on its cover

– The Answer to the Great Question, of Life, the 
Universe and Everything



Character distribution for known 
passphrase sentencespassphrase sentences



What more can we do?

• A good password is easy to rememberg p y
• Hard to guess
• Not based on a dictionary wordNot based on a dictionary word

• What if we use “encryption” of a dictionary• What if we use encryption  of a dictionary 
word?



What more can we do?

• Shift every character a fixed number of y
positions in alpabet (Ceasar cipher)
– a->d , b->e , c-> f , …

• Shift hands on keyboardy
– a->s , b->n , c->v , p->å , m->, , …



What more can we do

• Start with a dictionary word (easy to y ( y
remember!)

• Find an easy to remember “encryption y yp
method”

• Result is reproducible but looks randomp
– Welcome42 -> Zhofrph75
– Welcome42 -> Eøvp,r53



What more can we do

• PlkiuH790 seems pretty randomp y

• Think fishyThink fishy

><>><>



What more can we do

• Remember a pattern and a starting positionp g p

• Recreate passwordp



What more can we do

• Remember a pattern and a starting positionp g p
– Fishy P

• Recreate passwordp
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Definition biometrics

• “Biometric Technologies” are automatedg
methods of verifying or recognizing the identity 
of a living person based on a physiological
or behavioural characteristic



Biometrics

• Automated: so not done by humansy
• Living person: single person and no forensic 

techniquesq
• 2 different forms:

– Physiological: Characteristics physically attached to y g p y y
our body

– Behavioural: Things we learned to do in a stable 
mannermanner



Examples of biometrics

• Physiological:
– Fingerprint, Face, Hand, Iris, Retina, Thermogram, g p , , , , , g ,

Vascular Patterns, Ears, DNA, Dental, Odor, Footprints 

• Behavioural: 
– Voice, Signature, Gait, Keystroke Dynamics, Mouse 

Dynamics



More examples of biometrics

• Dental • Keystroke Dynamics
• DNA
• Ear

y y
• Mouse Dynamics
• OdorEar

• Face
• Fingerprint

Odor
• Palmprint
• Retina• Fingerprint

• Footprint
Gait

• Retina
• Signature

Thermographs• Gait
• Hand geometry 

I i

• Thermographs
• Veins (finger/palm)

V i• Iris • Voice



Biometrics

• 7 characteristics:
– Universality
– Distinctiveness
– Permanence
– Collectability

Performance– Performance
– Acceptability
– Circumvention

• Which is the most important?Which is the most important?



Is biometrics all that??
YES!!YES!!

• It binds YOU to your digital identity!!y g y
– Your own characteristics make YOU to the strongest 

link!



Biometric system



Feature extraction

• Captured biometric features are not used p
directly

• Features are extracted:
– Fingerprints: minutiae



Feature extraction

• Raw biometric feature is turned into set of 
numbers
– Set does not need to have fixed size
– Set does not need to be ordered



Matcher

• Two biometric 
features are 
never exact 
alike

• Need to find a
way to compare
template to
new inputnew input



Matcher

• Red and green dots do “not match”g



Distance metric

• Distance metric is function with 2 inputs and 1 p
output
– Input: Template and New Input
– Output: “distance” between Template and New Input

• Small distance:
fMost likely from the same person

• Large distance:
M t lik l f t diff tMost likely from two different persons



Threshold

• What is a large and a small distance?g
– Distance d

• Threshold T
– Generally T is global, but can be personal

• Small distance: d T
• Large distance: d > Tg

• How to calculate d?How to calculate d?



Distance metric

• Assumptions: p
x = (x1, x2, … , xn)
y = (y1, y2, … , yn)

• Note that x and y have the same length and y g
are ordered

• xi is comparable to yii yi



Distance metric - examples

• Manhattan
d1(x,y) = Σ | xi-yi |

• Euclidean
d2(x,y) = √ ( Σ ( xi-yi )2 )2( y) ( ( i yi ) )

• Anything goesAnything goes
d3(x,y) = max | xi-yi |

• More later!



Biometrics makes errors

• Sometimes distance d between template and p
new input from the same person is more than 
threshold T

• Sometimes it is not possible to capture the 
biometric features

• Sometimes the quality of the captured 
biometric features is too low to extract 
information



Errors

• FMR: False Match Rate
• FNMR: False Non-Match Rate
• FRR: False Reject RateFRR: False Reject Rate
• FAR: False Accept Rate
• FTE: Failure to Enroll Rate• FTE: Failure to Enroll Rate
• FTC: Failure to Capture Rate

FTX: Failure to Extract Rate• FTX: Failure to Extract Rate



Errors

• FMR and FNMR are (matching) algorithm ( g) g
errors

• FAR and FRR are system errorsy

• FAR = FMR*(1-FTA)FAR  FMR (1 FTA)
• FRR = FTA + FNMR*(1-FTA)
• FTA = FTC + FTX*(1-FTC)• FTA = FTC + FTX (1-FTC)



Equal Error Rate

• FMR and FNMR depend on threshold Tp
– If T is low: FMR is low and FNMR is high
– If T is high: FMR is high and FNMR is low

• EER is where FMR and FNMR are equal



Example
T l 1 T l 2 T l 3 T l 4 T l 5Templ 1 Templ 2 Templ 3 Templ 4 Templ 5

Test 1 0,182 0,588 0,435 0,208 0,909

Test 2 0,323 0,213 0,286 0,476 0,244

Test 3 0 909 0 625 0 147 0 476 1 111Test 3 0,909 0,625 0,147 0,476 1,111

Test 4 0,238 0,294 0,476 0,256 0,526

If T 0 200 then FMR 0/20 and FNMR 2/5

Test 5 0,588 0,454 1,250 0,526 0,130

• If T=0.200, then FMR=0/20 and FNMR =2/5
• If T=0.225, then FMR=1/20 and FNMR =1/5

If T 0 250 th FMR 3/20 d FNMR 1/5• If T=0.250, then FMR=3/20 and FNMR =1/5



Detection/Decision Error Trade-off 
(DET) curve(DET) curve
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What are we going to evaluate?

• Select a biometric feature
• Find an interesting research question
• Design an experimentDesign an experiment
• Execute the experiment
• Analyze the data• Analyze the data



Design an experiment

• How to solve the research question?q
– How many participants?

What is their profile?
What is their “task”?What is their task”?

– How much raw biometric data per participant?
You need data for enrollment and for authentication!
Check the collected raw data!
Backup raw data and store in an identifiable way!

– What extra information from the participants?What extra information from the participants?
– How do you control the environment?

Record the environment!



Analyze the data

• Might need pre-processing of raw datag p p g
– BUT ALWAYS KEEP RAW DATA!

• Maybe not all features of the data are relevanty
– Better to leave out then to use too much

• For inspiration “stare” at the data
– What is “constant” for a person
– What is “different” between persons

F b h “l ll ” d “ l b ll ”– Focus both “locally” and “globally”



Analyze the data

• Do NOT expect perfection!!p p
• Often not predictable if changes will turn out 

good or badg
– Change of distance metric, of selected features, of 

pre-processing steps
Pl ith d t d tti K d h– Play with data and vary settings. Keep good changes 
and abandon bad changes

• Why do we analyze the data?Why do we analyze the data?
– Find FMR/FNMR, plot DET curve, compare DET 

curves for various settings, find the best setting



Analyze the data



How to create a DET curve?

• N test personsp
• (M+K) inputs per person
• Use K out of (M+K) inputs for templateUse K out of (M+K) inputs for template 

creation (1K)
• Use remaining M inputs for testingUse remaining M inputs for testing



How to create a DET curve

• Template: Ti for i=1..Np i

• Input: Ii,j for i=1..N and j=1..M

• “Check” each possible input against each 
available templateavailable template
– N templates
– N*M inputs
– N2*M combinations



False Non Match?

• A person is not recognized as himselfp g
• Test input and template are from the same 

person!p
• N participants and M “own” inputs per 

participantp p
– N*M checks
– N*M distance values
– Called: Genuine Scores



False Match?

• A person is recognized as somebody elsep g y
• Test input and template are from different 

persons!p
• N participants, N-1 “other participants” and M 

inputs per other participantp p p p
– N*(N-1)*M checks
– N*(N-1)*M distance values
– Called: Impostor Scores



FMR and FNMR

• FNM: N*M Genuine Scores
• FM: N*(N-1)*M Impostor Scores
• Total: N2*M!Total: N M!

• FNMR = “number of genuine scores above• FNMR = number of genuine scores above 
threshold T” / “total number of genuine scores”

• FMR = “number of impostor scores below
threshold T” / “total number of impostor scores”threshold T  / total number of impostor scores



How to create a DET curve

• Plot FMR against FNMR for various values of g
the threshold T

• Find EER as the intersection of DET curve 
and line x=y



Template selection

• Only choose first input from all participants as y p p p
template and calculate EER

• Choose input 1 from all participants and p p p
calculate EER, then input 2 from all 
participants and calculate EER, etc. 

• Choose random input of each participant for 
EER and calculate EER. Repeat K times

• Average EER, with confidence interval
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Gait recognition

• Recognizing a person by the way he walks:g g p y y
“Great Juno comes; I know her by her gait” 
from “The Tempest” by Shakespeare



How to do gait recognition?

• Machine Vision based

• Floor Sensor based

Wearable Sensor based• Wearable Sensor based



Acceleration data

• Measured in 3 directions
– Up-down
– Forward-backward
– Left-right

• Possible to combine signal
– ri = √ (xi

2 + yi
2 + zi

2)
O h bi i ibl– Other combinations are possible



Acceleration data

• Each sample consists of 3 perpendicular p p p
directions: (ax, ay, az)

• Acceleration is measured in m/s2 or in gg
• Generally:

– 100 samples per secondp p
– A single “double step” takes approximately 1 second, 

i.e. 100 samples, or 300 acceleration values



Where to attach the 
accelerometer?accelerometer?

• Foot/ankle
• Hip
• HandHand
• Knee
• Shoulder• Shoulder
• “Free position”, e.g. in trouser pocket



Example of collected data



Average Cycle Method

• Often used in analysisy
• Consists of 5 steps:

– Noise reduction
– Cycle detection
– Time Normalization
– Averaging Cycle
– Comparison



Average Cycle Method



Cycle cleaning



Creating an average cycle

Mean Median

DTW 





Comparison

• Often used distance metrics:
– Euclidean and Manhattan distances
– Dynamic Time Warping distance

Also called Edit/Levenshtein distance

• Distance metric may include length before 
cycle normalizationcycle normalization

• Mostly on the full signal
Ho e er some parts might be more interesting than– However some parts might be more interesting than 
other parts in the signal



Close up of a cycle



Results

Study % EER Recognition Number of
Rate participants

Bours and Shrestha 1.68 60
Gafurov 5 0 30Gafurov 5.0 30
Rong et al. 5.6 21
Derawi et al. 5.7 60
Holien 5.9 60
Heikki et al. 6.4 36
Mantyjarvi et al. 7.0

19.0
36

Vildjiounaite et al. 13.7 31Vildjiounaite et al. 13.7 31
Huang et al. 96.9 9



Alternative for ACM

• Why average cycles?y g y
• 2 walks w1 and w2:

– w1 = (c1, c2, …, cn)1 ( 1, 2, , n)
– w2 = (b1, b2, …, cm)

• ACM: 
– c = average(c1, c2, …, cn)
– b = average(b1, b2, …, cm)

D di ( ) di (b )– D = distance(w1,w2) = distance(b,c)
– D <= Threshold: w1 and w2 from same person
– D > Threshold: w1 and w2 from different personsD > Threshold: w1 and w2 from different persons



Alternative for ACM

• 2 walks w1 and w2:1 2
– w1 = (c1, c2, …, cn)
– w2 = (b1, b2, …, cm)
– di,j = distance(ci, bj)
– D = distance(w1,w2) = minimum(di,j)

D <= Threshold: w and w from same person– D <= Threshold: w1 and w2 from same person
– D > Threshold: w1 and w2 from different persons

• Alternatively use maximum, median, mean, 1st

quantile, 3rd quantile, …q , q ,



Future in gait recognition

• Using “commercial” devicesg
• Different walking styles
• Activity recognitionActivity recognition

– Layered approach

• Use of new techniques (neural networks,…)Use of new techniques (neural networks,…)
• Different age groups (children, elderly,…)
• Development of gait over time• Development of gait over time
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What is keystroke dynamics?

• Recognition of a person by the way he types g p y y yp
on a keyboard

• Known already during World War II –y g
telegraph operators

• Can be easily used for both static and y
continuous authentication



Static keystroke dynamics

• At the beginning of a sessiong g
• Fixed information (mostly username and 

password)p )
• Can not detect change of user after log on
• Is unobtrusiveIs unobtrusive
• Relatively easy to process biometric data



Continuous keystroke dynamics

• Monitors typing characteristics during a yp g g
session

• In general non-fixed textg
• Not the same as periodic authentication
• Used to detect change of userUsed to detect change of user
• Can be unobtrusive to the user
• Can provide multi level security• Can provide multi level security



Timing information

• We can measure:
– When a key is pressed down (Key_down event)
– When a key is released (Key_up event)

• From this we can calculate:
– Duration of a key press
– Latency between two consecutive keys



Duration and Latency

• KeyDown A T1• KeyDown A T1
• KeyUp A T2

KeyDown B T3• KeyDown B T3
• KeyUp B T4



Duration and Latency

• Duration A T2 T1• Duration A T2-T1
• Latency AB T3-T2

Duration B T4 T3• Duration B T4-T3



Static keystroke Dynamic

• Password: K1 K2 K3 … KN1 2 3 N

• Timings (KeyDown and KeyUp) for each key
• Calculate N durations and N-1 latenciesCalculate N durations and N 1 latencies

– Durations: D1 D2 D3 … DN

– Latencies: L1 L2 L3 … LN-11 2 3 N 1

• Note:
– Durations are always positive
– Latencies can be negative



Alternative definitions

• Latency = 
T3-T2 = L, our definition, can be negativeT3 T2  L, our definition, can be negative
T3-T1 = L + DurA
T4-T2 = L + DurBB
T4-T1 = L + DurA + DurB



Template creation

• New password: .tie5Roanlp
– 11 keys (shift key included) so 11 durations and 10 

latencies
– Kind of hard to type in the beginning
– Need to learn to type a new password

• For template creation a user types the new 
password K1+K2 timespassword K1 K2 times
– First K1 are ignored
– Next K2 are used for template creation



Template creation

• K2 measurements of duration D12 1
– D1,1 , D1,2 , … D1,K2

• Add to template:p
– D1 = mean (D1,1 , D1,2 , … D1,K2)
– σD1 = standard deviation (D1,1 , D1,2 , … D1,K2)

• Repeat this for all durations and latencies



New input

• We don’t have mean and standard deviation 
on a single new input
– Durations: tD(1) , tD(2) , … , tD(N)

– Latencies: tL(1) , tL(2) , … , tL(N-1)

P t ti l di t t i• Potential distance metric:
– Manhattan: d = Σ | i – ti |

– Scaled Manhattan: d = Σ | i – ti | / σi



Alternative distance metrics

• Use only durations or only latenciesy y
• Use only those durations or latencies with a 

small standard deviation
– These are typed in a stable way by the user

• How to deal with backspace?
– Backspace results in missing latency value



Template updating

• Template is created during enrollmentp g
• People will learn to type the password more 

fluent over time
• Need to update the template with newly typed 

inputp
• Need for comparison of update mechanisms



Template updating

• Often the method for updating is mentioned p g
and the performance improvement

• Possible methods
– Fixed size: delete oldest or “strangest”
– Increasing size: add new input to list
– Combination: add new input to list up to maximum size 

and then switch to fixed size



Template updating

• Important issues:p
– Data set used and how it is split (ignore, template, 

testing)
– Threshold used
– Input size
– Global input order– Global input order
– Local input order
– Update decision
– Update mechanism
– Performance representation



Template updating

• Public dataset, 51 users, 8 sessions, 50 times , , ,
typing the password .tie5Roanl per session

• First 20 ignored, next 30 for template creation, g , p ,
remaining 350 for testing

• Threshold = 42.25 (gives EER=21.6% without (g
template update)

• Input size = 350 genuine and 350 impostorg
• Performance representation = (FMR ; FNMR)



Template updating

• Global input order = p
– Genuine first
– Impostor first
– Random

• Local input order = Randomly chosen 
i timpostor

• Update decision = On success
• Update mechanism = 

– Fixed size (30), replace oldest 
M i (50) l ld t– Max size (50), replace oldest



Template updating
ResultsResults

• Baseline: EER=21.59, so TER=43.18,

Genuine First Impostor First Random

Fixed Max Fixed Max Fixed Max

FNMR 19.72 11.35 22.11 13.87 13.81 6.32

FMR 12 85 18 99 53 60 67 50 23 45 42 23FMR 12.85 18.99 53.60 67.50 23.45 42.23

TER 32.57 30.34 75.71 81.37 37.26 48.55



Continuous keystroke dynamics

• What is the meaning of FMR and FNMR in g
continuous keystroke dynamics?

• For continuous authentication we need to 
define the trust of the system in the y
genuineness of the current user



Continuous keystroke dynamics

• When a user types as he shouldyp
– Then the trust in the genuineness increases

• When a user does not type as he shouldyp
– Then the trust in the genuineness decreases

• After static log on
– The trust is maximal (100%)

• When the trust drops below a certain 
threshold
– Then the user is logged out



Continuous keystroke dynamics

• We want FMR=0
– Meaning that an impostor is detected!

• We want FNMR=1
– Meaning that a genuine user is not locked out

• But more important:
– We want to detect an impostor as fast as possible
– Low number of keystrokes before detection is 

importantimportant
– Experiments show that on average we can detect an 

impostor after approx 180 keystrokes
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Conclusions

• Different authentication mechanisms exist
– Username/password
– Token
– Biometrics

• You heard (learned?) something 
– about password security
– biometrics in general and biometric evaluation

behavioural biometrics: gait and keystroke dynamics– behavioural biometrics: gait and keystroke dynamics
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